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(57) ABSTRACT

To provide a disk array control apparatus which enables secu-
rity of data from a host controller along with prevention of the
degradation of process performance during rebuild process-
ing.

The disk array control apparatus includes a host interface unit
which receives write data from a host controller; a rebuild
control unit which controls rebuild processing for creating
recovery data writes the created recovery data into a disk
medium; and a disk control unit which writes the write data
which is received from the host interface unit into the disk
medium and writes at least a part of the recovery data which
is created based on the control of said rebuild control unit into
a write cache.

9 Claims, 5 Drawing Sheets
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Fig.3
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DISK ARRAY CONTROL APPARATUS, DISK
ARRAY APPARATUS, AND DISK ARRAY
CONTROL METHOD

INCORPORATION BY REFERENCE

This application is based upon and claims the benefit of
priority from Japanese Patent Application No. 2012-001406,
filed on Jan. 6, 2012, the disclosure of which is incorporated
herein in its entirety by reference.

TECHNICAL FIELD

The present invention relates to disk array control and,
particularly to a data recovery.

BACKGROUND ART

An information processing system which consists of com-
puters and networks needs to handle many kinds of capacities
per aunit of data (for example, a capacity of a file) from large
size to small size as data of process. But the physical capaci-
ties of disk apparatuses (disk drives) which store the data are
fixed. Consequently, if each of the disk apparatus is stored and
managed, useless areas occur in each of the disk apparatuses.

And, the total amount of data handled in an information
processing system has been increasing year by year. Conse-
quently, if a large number of disk apparatuses are managed
per each disk apparatus, the useless areas increase.

And, for a host controller such as a computer which uses
disk apparatuses, the number of disk apparatuses targeted for
management becomes enormous. Consequently, for the host
controller, the management of disk apparatuses becomes
complex and the process for management increases.

Therefore, a disk array apparatus is used as a storage device
having a large storage capacity, which is free from a capacity
of the disk apparatus (For example, refer to Japanese Patent
Laid-Open No. 2010-009442 (patent document 1)).

The disk array apparatus includes a plurality of disk appa-
ratuses. Then, this disk array apparatus reads and writes data
as logical disk apparatuses to a host controller. The host
controller can use the logical disk apparatuses which has
necessary capacities and numbers for management by using
the disk array apparatus.

The disk array apparatus includes a plurality of disk appa-
ratus which store and play data and a disk array control
apparatus (a disk array controller) which executes the
exchange of data with the host controller and the control of
the disk apparatuses.

Moreover, in order to secure the reliability of data, the disk
array apparatus described in the patent document 1 uses
RAID (Redundant Arrays of Inexpensive Disks or Redundant
Arrays of Independent Disks) which has data redundancy. In
order to realize the RAID, the disk array control apparatus
manages the disk apparatuses regarding the management of
the configuration of the RAID, and the like. And, the disk
array control apparatus creates the data for securing the
redundancy, and manages the record and the play of data for
securing redundancy.

In order to secure the redundancy of data, the disk array
apparatus using the RAID, which is described in the patent
document 1 constructs the RAID with a plurality of disk
apparatuses. Further, hereinafter, a state in which all the disk
apparatus constituting the RAID are normally operating will
be referred to ‘a normal state’. Since the redundancy of data
based on the RAID can be secured, the normal state will be
sometimes referred to as ‘a state of redundancy’.
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Even if one or more of the disk apparatuses included in the
RAID are unusable (for example, failure), the disk array
apparatus using the RAID can read and write data. However,
in order to replace a disk apparatus having become unusable
with a usable disk apparatus, the disk array apparatus sepa-
rates the unusable disk apparatus from the array configuration
logically or physically (electrically). Such state as described
above, in which an unusable disk apparatus is included in the
RAID configuration or is separated from the RAID configu-
ration, will be referred to as ‘a reduced state’. And, since the
redundancy of data cannot be secured, the reduced state will
be sometimes referred to as ‘a state of non-redundancy’.

The separated disk apparatus is removed through a prede-
termined replacement operation and a normal disk apparatus
is installed into the disk array apparatus. After the replace-
ment of the faulty disk apparatus, the disk array control appa-
ratus recovers (rebuilds) data of the currently-installed disk
apparatus based on the data of disk apparatuses which have
been operating in a reduced state. When whole data of the
currently-installed disk apparatus has been recovered, the
disk array apparatus returns to a normal state, in other words,
a state of redundancy.

In this rebuild processing, the disk array control apparatus
reads out a predetermined unit of data from the disk appara-
tuses which have been operating in the reduced state; calcu-
lates data which is necessary for the security of redundancy of
data on the basis of the read-out predetermined unit of data;
and writes the calculated data into the currently-installed disk
apparatus after replacements. The disk array control appara-
tus repeats these operations to recover all data to be stored in
the currently-installed disk apparatus after replacement.

However, even if during the rebuild processing described
above, the disk array apparatus needs to process commands
for reading and writing of data from the host controller. That
is, the disk array apparatus in the rebuild processing state
processes both read/write operations for rebuilding and read/
write operations for data from the host controller. Conse-
quently, the disk array apparatus in the rebuild processing
state degrades the performance of processing such as
responding to a process from the host controller by the time of
the rebuild processing.

The storage capacities of recent disk apparatuses have been
particularly increasing significantly. Consequently, a period
of necessary time of rebuilding for recovering data of a cur-
rently-installed disk apparatus after replacement increases.
That is, the influence of the rebuild processing leading to the
degradation of process performance increases.

Among disk apparatuses, there exist disk apparatuses pro-
vided with caches to improve the process performance.

Therefore, in data writing processes, the disk array appa-
ratus described in the patent document 1 does not write data
into a disk medium, but writes it into a write cache, and can
improve the process performance thereby.

More specifically describing, the disk array apparatus
described in the patent document 1 notifies the host controller
of'the completion of a data writing process at the time when
the disk array apparatus has written write data received from
the host apparatus into the write cache of the disk apparatus.

Thehost controller determines that the data writing process
has been completed upon reception of the notification of the
completion from the disk array apparatus, and performs a
next process (for example, a process of clearing write data or
a process of issuing a next command).

Further, the disk apparatus, which writes the write data in
the write cache, writes the write data which is written in the
write cache into the disk medium at a predetermined timing
(forexample, at a timing when there is no access from the host
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controller during a constant period of time) or in accordance
with an instruction from the host controller.

SUMMARY

An exemplary object of the present invention is to provide
adisk array control apparatus for a disk array apparatus, a disk
array control apparatus and a disk array control method which
enable security of data from a host controller along with
prevention of the degradation of process performance during
rebuild processing.

A disk array control apparatus according to an exemplary
aspect of the invention includes a host interface unit which
receives write data from a host controller; a rebuild control
unit which controls rebuild processing for creating recovery
data and writes the created recovery data into a disk medium;
and a disk control unit which writes the write data which is
received from said host interface unit into the disk medium
and writes at least a part of the recovery data which is created
based on the control of said rebuild control unit into a write
cache.

A disk array apparatus according to an exemplary aspect of
the invention includes a plurality of disk apparatuses includ-
ing a disk media which stores data, and a write cache which
temporarily stores the data which is stored into the disk
media, and a disk control apparatus including a host interface
unit which receives write data from a host controller; a rebuild
control unit which controls rebuild processing for creating
recovery data and writing the created recovery data into the
disk media; and a disk control unit which writes the write data
which is received from said host interface unit into the disk
media, writes at least a part of the recovery data which is
created based on the control of said rebuild control unit into
the write cache.

A disk array control method according to an exemplary
aspect of the invention includes receiving write data from a
host controller; writing the write data from the host interface
unit into a disk medium; creating recovery data; writing at
least a part of the created recovery data into a write cache.

A computer readable medium embodying a program to an
exemplary aspect of the invention, said program causing a
disk array control apparatus to perform a method, said
method including receiving write data from a host controller;
writing the write data from the host interface unit into a disk
medium; creating recovery data; and writing at least a part of
the created recovery data into a write cache.

BRIEF DESCRIPTION OF THE DRAWINGS

Exemplary features and advantages of the present inven-
tion will become apparent from the following detailed
description when taken with the accompanying drawings in
which:

FIG. 1 is a block diagram illustrating an example of the
configuration of a disk array control apparatus according to a
first exemplary embodiment of the present invention.

FIG. 2 is a block diagram illustrating an example of the
configuration of a disk array apparatus according to a first
exemplary embodiment of the present invention.

FIG. 3 is a flowchart illustrating an example of the opera-
tion of a rebuild processing according to a first exemplary
embodiment of the present invention.

FIG. 41s a block diagram illustrating an example of another
configuration of a first exemplary embodiment according to
the present invention.
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FIG. 5 is a block diagram illustrating an example of the
configuration of a second modification example of a first
exemplary embodiment according to the present invention.

EXEMPLARY EMBODIMENT

Next, an exemplary embodiment according to the present
invention will be described with reference to the drawings.

First Exemplary Embodiment

FIG. 1 is a block diagram illustrating an example of the
configuration of a disk array control apparatus 10 according
to a first exemplary embodiment.

First, the configuration of the disk array control apparatus
10 will be described.

The disk array control apparatus 10 includes a host inter-
face unit 110, a disk control unit 120 and a rebuild control unit
130.

The host interface unit 110 receives a writing command (a
write command) and write data from a host controller which
is not illustrated, and sends them to the disk control unit 120.
And, the host interface unit 110 receives a reading command
(aread command) from the host controller, sends itto the disk
control unit 120, receives read-out data from the disk control
unit 120, and sends it to the host controller.

The disk control unit 120 controls the writing of data into a
disk apparatus which is not illustrated and the reading of data
from the disk apparatuses. Moreover, the disk control unit 120
instructs the disk apparatus either the writing into a write
cache or the writing into a disk medium when the writing of
data into the disk apparatus.

The rebuild control unit 130 controls rebuild processing.
For example, the rebuild control unit 130 instructs or com-
mands the reading out of data for recovery, the creating of
recovery data and the writing of the created recovery data by
controlling the disk control unit 120 in the rebuild processing.

More specifically describing, the rebuild control unit 130
causes the disk control unit 120 to perform operations
described below.

(1) Reading out data targeted for rebuilding from recovery-
source disk apparatuses (i.e., disk apparatuses which have
been operating in the reduced state).

(2) Creating recovery data (also referred to as write data for
rebuilding) for securing redundancy of data on the basis of the
read-out data.

(3) Writing the created recovery data into a currently-
installed disk apparatus after replacement.

Further, an instruction which the rebuild control unit 130
sends to the disk control unit 120 in rebuild processing is an
instruction in accordance with the function of the disk control
unit 120.

For example, when the disk control unit 120 performs
simple operations such as the writing of data into the disk
apparatus or the reading out of data from the disk apparatus,
the rebuild control unit 130 sequentially instructs the opera-
tions “(1)to (3)” described above to the disk control unit 120.

Meanwhile, when the disk control unit 120 can perform a
series of operations for rebuilding with just one command, the
rebuild control unit 130 sends the command (for example, a
rebuild command) to the disk control unit 120.

Further, in the operation of writing recovery data, in order
to match the write states of disk apparatuses, the disk control
unit 120 may write data into the disk apparatus which have
been operating in the reduced state. In this case, the data
which is written into the disk apparatuses which have been
operating in the reduced state is the same data which is read
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out from the disk apparatuses. For this reason, hereinafter, a
series of operations, which include the operation of reading
out data from the disk apparatuses which have been operating
in the reduced state and writing the read-out data into the disk
apparatuses (i.e., a write-back operation), and the operation
of creating recovery data and writing the created recovery
data into a currently-installed disk apparatus after replace-
ment, will be collectively referred to as “an uncorrected write
operation”. And, a command for instructing the uncorrected
write operation will be referred to as “an uncorrected write
command”. (The rebuild command described above may be
this uncorrected write command.)

Next, operations of the disk array control apparatus 10 will
be described.

The host interface unit 110 sends a write command and the
write data to the disk control unit 120 when it receives the
write command and the write data from the host controller.
The disk control unit 120 instructs disk apparatuses to write
the write data. However, the disk control unit 120 instructs
disk apparatuses to write the write data into the disk media
when it receives the write command and the write data from
the host interface unit 110.

Meanwhile, the disk control unit 120 reads out data from
the disk apparatuses which have been operating in the
reduced mode, creates recovery data, and writes recovery
data into a currently-installed disk apparatus after replace-
ment (and the disk apparatuses which have been operating in
the reduced mode) when it receives an uncorrected write
command for recovery from the rebuild control unit 130.
However, the disk control unit 120 instructs disk apparatuses
to write into the write cache in the case of the data writing
based on an instruction from the rebuild control unit 130.

In this way, the disk array control apparatus 10 writes the
write data from the host controller into disk media, and writes
the data for rebuilding into write cache.

The completion of the write data from the host controller is
notified to the host apparatus after the storage of the write data
into disk media is completed. And, at this time, the currently-
installed disk apparatus after replacement has been already in
a normal operation state. Therefore, the write data from the
host controller is written into disk apparatuses under the state
where the redundancy of data is secured. Accordingly, even if
an electric malfunction occurs, the data which is notified of
the completion to the host controller is secured.

Meanwhile, the write data for rebuilding is written in the
write cache. Consequently, rebuild processing is completed
in a short time, as compared with processing for write data
from the host controller. That is, the amount of influence on
performance due to the rebuild processing is decreased.

In the description so far, the disk control unit 120 deter-
mines a destination of writing, depending on the sending
source of the writing data (the host interface unit 110) and the
instruction source of the writing data (the rebuild control unit
130). However, this exemplary embodiment is not necessary
to be limited to this determination method.

For example, the write command provided to the disk
control unit 120 may have a control flag for writing into the
write cache and a control flag for writing into the disk media.
In this case, the host interface unit 110 sets the control flag for
writing into disk media, and sends the write command to the
control unit 120. The rebuild control unit 130 sets the control
flag for writing into write cache, and sends the write com-
mand to the disk control unit 120.

Alternatively, the disk control unit 120 may perform a write
command for writing into the write cache and a write com-
mand for writing into the disk media. In this case, the host
interface unit 110 uses the write command for writing into the
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6

disk media, and the rebuild control unit 130 uses the write
command for writing into the write cache disk media.

Next, rebuild operations of this exemplary embodiment
will be described in more detail with reference to the draw-
ings.

FIG. 2 is a block diagram illustrating an example the con-
figuration of a disk array apparatus 30 including the disk array
control apparatus 10, according to this exemplary embodi-
ment. In FIG. 2, constructions identical to the constructions
shown in FIG. 1 are denoted by the same reference numerals
as those of the constructions shown in FIG. 1, and the detailed
description thereof will be omitted.

The disk array apparatus 30 includes the disk array control
apparatus 10 and disk apparatus 20a to 20c.

The disk array control apparatus 10 is identical to that
shown in FIG. 1, and thus, the detailed description of the
configuration thereof is omitted herein.

The disk apparatuses 20a to 20c¢ record and play data in
accordance with control performed by the disk array control
apparatus 10.

The disk apparatuses 20a to 20¢ include write caches 210a
to 210c¢ for temporarily storing write data, and disk media
220a to 220c for storing data on a long-term basis, respec-
tively. Further, hereinafter, the disk apparatuses 20a to 20c,
the write caches 210a to 210¢ and the disk media 220a to 220¢
will be collectively referred to as a disk apparatus 20, a write
cache 210 and a disk medium 220, respectively.

Further, it is just an example that, in FIG. 2, the disk
apparatus 20 includes three disk apparatuses. The disk array
apparatus 30 according to this exemplary embodiment may
be provided with the disk apparatus 20 including less than
three disk apparatuses, or more than three disk apparatuses.

The write cache 210 temporarily stores write data to be
written into the disk apparatus 20. In the case of being
instructed to write into the write cache 210, the disk apparatus
20 sends back the completion of the writing to the disk array
control apparatus 10 at the time when the writing of data into
the write cache 210 has been completed.

The disk medium 220 is a storage medium for storing data
in real on a semi-permanent basis, such as a magnetic disk. In
the case of being instructed to write into the disk medium 220,
the disk apparatus 20 sends back the completion of the writing
to the disk array control apparatus 10 at the time when the
writing of all received data into the disk medium 220 has been
completed. Further, in the case of being instructed to write
into the disk medium 220, the disk apparatus 20 may directly
write the write data into the disk medium 220. Alternatively,
in order to reduce the amount of communication traffic on
communication paths, the disk apparatus 20 may receive
write data using the write cache 210 and write the received
write data stored in the write cache 210 into the disk medium
220.

Next, operations of the disk array apparatus 30 will be
described.

The disk control unit 120 of the disk array control appara-
tus 10 writes the write data received by the host interface unit
110 from the host controller into the disk medium 220 of the
disk apparatus 20, like the disk control unit 120 shown in FIG.
1.

Meanwhile, the disk control unit 120 writes the write data
for rebuild instructed by the rebuild control unit 130 into the
write cache 210 of the disk apparatus 20.

Further, other operations of the disk array apparatus 30 are
similar to the operations of a general disk array apparatus, and
thus, the detailed description thereof is omitted herein.
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Next, rebuild operations specific to this exemplary
embodiment will be described further with reference to FIG.
3.

FIG. 3 is a flowchart which illustrates an example of the
operations of the disk array apparatus 30 in the rebuild pro-
cess.

In the disk array apparatus 30, a currently-installed disk
apparatus after replacement may be any one of the disk appa-
ratuses 20a to 20¢, however, in this description, it is supposed
that the disk apparatus 20c is the currently-installed disk
apparatus after replacement. Moreover, in this description, it
is supposed that the disk control unit 120 operates in accor-
dance with a rebuild command.

Further, as described above, even during rebuild process-
ing, the disk control unit 120 writes data of write command
received from the host controller into the disk medium 220.

First, the rebuild control unit 130 starts the rebuild process-
ing after it detects replacement of the disk apparatus 20c,
(step S301). In this exemplary embodiment, a way in which
the rebuild control unit 130 detects replacement of the click
apparatuses is not limited to any particular way. For example,
the rebuild control unit 130 may receive the notification of the
replacement from a maintenance device (not illustrated) for
the disk array apparatus 30 or from processing for monitoring
the disk apparatus 20 performed by the disk control unit 120.

The rebuild control unit 130 confirms a data range to be
recovered in rebuild processing (step S302). A way in which
the rebuild control unit 130 confirms the data range to be
recovered is not limited to any particular way. For example,
the rebuild control unit 130 may acquire the data range to be
recovered, that is, usage ranges of the disk apparatuses 20a
and 205, from the disk control unit 120. Alternatively, the
rebuild control unit 130 may acquire the specification of the
disk apparatus 20c¢ via the disk control unit 120, and may
perform rebuilding on the entire area of the disk apparatus 20c
on the basis of the acquired specification.

The rebuild control unit 130 instructs the disk control unit
120 to recover data stored within a predetermined range start-
ing from a head address of a non-recovery range (step S303).
In step S303, as described above, the rebuild control unit 130
instructs the disk control unit 120 to perform uncorrected
writing. However, the rebuild control unit 130 instructs the
disk control unit 120 to perform writing into the write cache
210.

The disk control unit 120 reads out data of the instructed
rebuild range from the disk apparatuses which have been
operating in the reduced state; creates recovery data; and
writes the created recovery data into the write cache of the
currently-installed disk apparatus after replacement (step
S304). Specifically, the disk control unit 120 reads out data
from the disk apparatuses 20a and 205; creates recovery data;
and writes the created recovery data into the write cache 210¢
of'the disk apparatus 20c. Further, in order to match the write
states of the write cache 210, the disk control unit 120 may
write data into the write cache 210a of the disk apparatus 20a
and the write cache 2105 of the disk apparatus 204.

After the disk control unit 120 has completed the writing
into the write cache 210, the rebuild control unit 130 judges
whether the recovery of data within the entire range to be
recovered has been completed, or not (step S305).

If the recovery is not completed (‘NO”’, in step S305), the
rebuild control unit 130 returns to step S302, and performs
next rebuild range.

If the recovery is completed (‘YES’, in step S305), the
rebuild control unit 130 terminates the rebuild processing.

In such a way as described above, the disk array control
apparatus 10 according to this exemplary embodiment can
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secure data from the host controller along with preventing the
degradation of performance during the rebuild process.

The reasons for this are as follows.

The disk control unit 120 of the disk array control appara-
tus 10 writes data received from the host interface unit 110
with a write command into the disk medium 220 of the disk
apparatus 20. That is, the completion of data of the write
command from the host controller is sent back to the host
controller after storing into the disk medium 220. Conse-
quently, the reliability of write data from the host controller is
secured. Meanwhile, the disk control unit 120 writes the write
data for rebuilding instructed by the rebuild control unit 130
into the write cache 210 of the disk apparatus 20. Conse-
quently, the disk array control apparatus 10 can reduce the
degradation of performance due to the rebuild process.

Further, the disk array control apparatus 10 according to
this exemplary embodiment is not limited to the construction
shown in FIG. 1. The disk array control apparatus 10 may
separate such a certain one of the constructions shown in FIG.
1 into a plurality of constructions, or integrate certain plural
ones of the constructions into one construction.

FIG. 4 is a block diagram illustrating an example of a
differently configured disk array control apparatus 40 accord-
ing to the first exemplary embodiment.

The disk array control apparatus 40 includes a central
processing unit (CPU) 140, a memory unit 150, a network
interface card (NIC) 160, a network interface card (NIC) 165,
and a bus 170.

The CPU 140 sends data and commands to the host con-
troller and receives data and commands from the host con-
troller via the NIC 160 on the basis of programs stored in the
memory unit 150. And, the CPU 140 sends data to the disk
apparatus 20 and receives data from the disk apparatus 20 via
the NIC 165 on the basis of programs stored in the memory
unit 150. Then, the CPU 140 performs the operations of the
each construction of the disk array apparatus 10 shown in
FIG. 1.

The memory unit 150 stores programs executed by the
CPU 140 and also operates as atemporal storage of work data.
The memory unit 150 may be realized by employing general
storage devices, for example, such as read only memory
(ROM) modules, random access memory (RAM) modules,
magnetic disk devices, solid state drives (SSD), and thus, the
detailed description is omitted herein.

The NIC 160 intermediates data exchange between the
CPU 140 and the host controller. The NIC 165 intermediates
data exchange between the CPU 140 and the disk apparatus
20. The NIC 160 and the NIC 165 may be each realized by
employing an interface device or parts used for general net-
work connection, and thus, the detailed description thereof is
omitted herein.

The bus 170 is a connection bus for connecting the each
construction, and is constituted by a general connection bus.
Accordingly, the detailed description of the bus 170 is omit-
ted herein.

The disk array control apparatus 40 configured in such a
way as described above realizes the operations of the each
construction of the disk array control apparatus 10, and thus
realizes the similar effects as those of the disk array control
apparatus 10.

Further, the disk array control apparatus 40 may read out
programs stored in a storage medium 180, which is readable
and writable from/to a computer, by using a storage medium
reading-out unit (not illustrated), and may operate on the
basis of the read-out programs.

Modification Example 1

The disk array control apparatus 10 according to this exem-
plary embodiment writes all write data for rebuilding into the
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write cache 210. But, the disk array control apparatus 10
according to this exemplary embodiment is not necessary to
be limited to this. For example, in writing recovery data in
rebuild processing, the disk array control apparatus 10 may
write partial data of importance, such as data management
information and so on, into the disk medium 220.

Alternatively, under the state where there is no access from
the host controller, the disk control unit 120 of the disk array
control apparatus 10 may write recovery data for rebuild
processing into the disk medium 220. In this case, the disk
control unit 120 has the function of monitoring the access
state of the host interface unit 110 and discriminating the state
where there has been no access from the host controller.

In modification example 1, similarly, the disk array control
apparatus 10 brings out the same advantageous effects.

The reasons for this are as follows.

The ratio of the amount of the data management informa-
tion relative to the entire amount of write data for rebuilding
is small. Accordingly, even if the data management informa-
tion is stored into the disk medium 220, the amount of the
resultant influence leading to the degradation of process per-
formance is small.

Moreover, under the state where there is no access from the
host controller, a processing time for writing recovery data for
rebuild processing into the disk medium 220 does not affect to
any access of the host controller.

Modification Example 2

In the disk array control apparatus 10 according to this
exemplary embodiment, the host interface unit 110 and the
rebuild control unit 130 control the writing into the disk
apparatus 20. Alternatively, in the disk array control appara-
tus 10, the disk control unit 120 controls the writing into the
disk apparatus 20. However, in the disk array control appara-
tus 10 according to this exemplary embodiment, a different
construction may control the writing into the disk apparatus
20.

FIG. 5 is a block diagram illustrating an example of the
configuration of modification example 2.

In FIG. 5, constructions identical to the constructions
shown in FIG. 1 are denoted by the same reference numerals
as those of the constructions shown in FIG. 1, and the detailed
description thereof is omitted herein.

A disk array control apparatus 50 includes the host inter-
face unit 110, the disk control unit 120, the rebuild control
unit 130 and a cache control unit 190.

The cache control unit 190 of the disk array control appa-
ratus 50 sends an instruction which instructs the writing into
the write cache 210 or the disk medium 220 to each construc-
tion for writing data into the disk apparatus 20.

Then, the host interface unit 110 and the rebuild control
unit 130, which receive the instruction from the cache control
unit 190, instruct the disk control unit 120 whether the data is
written into the write cache 210 or the disk medium 220 of the
disk apparatus 20.

Alternatively, the disk control unit 120, which receives the
instruction from the cache control unit 190, writes the data
into the write cache 210 or the disk medium 220 of the disk
apparatus 20 in accordance with the instruction.

The other operations of the host interface unit 110, the disk
control unit 120 and the rebuild control unit 130 are the same
as those of the disk array control apparatus 10 except for the
operations described above.

A further detailed description is as follows.

The cache control unit 190 instructs the host interface unit
110 to write into the disk medium 220. The host interface unit
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110 received this instruction instructs the disk control unit
120 to write into the disk medium 220.

The cache control unit 190 instructs the rebuild control unit
130 to write into the write cache 210. The rebuild control unit
130 received this instruction instructs the disk control unit
120 to write into the write cache 210. Further, the cache
control unit 190 may instruct the rebuild control unit 130 to
write into the disk medium 220 when it confirms that there is
no access from the host controller through monitoring the
state of the host interface unit 110. As a result, the disk control
unit 120 writes at least a part of recovery data, which is
instructed to be written by the rebuild control unit 130, into
the disk medium 220. However, in this case, the cache control
unit 190 instructs the rebuild control unit 130 to write into the
write cache 210 when it detects an access from the host
controller.

Alternatively, the cache control unit 190 may instruct the
disk control unit 120 to write the write data from the host
interface unit 110 into the disk medium 220, and the write
data from the rebuild control unit 130 into the write cache
210. Inthis case, the disk control unit 120 writes the write data
from the host interface unit 110 into the disk medium 220, and
writes the write data based on an instruction from the rebuild
control unit 130 into the write cache 210.

In such a way as described above, the disk array control
apparatus 50 operates like the disk array control apparatus 10.

The disk array control apparatus 50 according to this modi-
fication example 2 brings out the similar advantageous effects
as those in the case of the disk array control apparatus 10.

The reason for this is that the disk array control apparatus
50 can operate like the disk array control apparatus 10 shown
in FIG. 1 on the basis of the instruction from the cache control
unit 190.

Further, semiconductor memory module using for cache
loses data when power supply stops.

Accordingly, the disk array apparatus described in the
patent document 1 loses data which is stored into the write
cache and is not completed into the disk medium when an
electric trouble such as a sudden power interruption occurs.

Even after lost, write data for rebuilding can be created
again on the basis of data stored in disk apparatuses which
have been operating in the reduced state.

But, the write data from the host controller is lost because
the completion of writing of the write data is already notified
to the host controller.

That is, the disk array apparatus described in the patent
document 1 has a problem which can not secure the write data
from the host controller using a write cache for preventing the
degradation of performance during rebuild processing.

While the invention has been particularly shown and
described with reference to exemplary embodiments thereof,
the invention is not limited to these embodiments. It will be
understood by those of ordinary skill in the art that various
changes in form and details may be made therein without
departing from the spirit and scope of the present invention as
defined by the claims.

The invention claimed is:

1. A disk array control apparatus comprising:

a host interface unit which receives write data from a host

controller;

a rebuild control unit which controls rebuild processing for
creating recovery data and writing the created recovery
data into a disk medium; and

a disk control unit which instructs a disk apparatus which
includes the disk medium and a cache to write the write
data which is received from the host interface unit into
the disk medium included in the disk apparatus, and
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instructs the disk apparatus to write at least a part of the
recovery data which is created based on the control of
the rebuild control unit into the write cache included in
the disk apparatus.

2. The disk array control apparatus according to claim 1,
wherein the disk control unit, based on an instruction of the
host interface unit, writes the write data into the disk medium,
and based on an instruction of the rebuild control unit, writes
the recovery data into the write cache.

3. The disk array control apparatus according to claim 1,
wherein

the disk control unit, based on a write command from the
host interface unit, writes data into the disk medium, and
based on a write instruction from the rebuild control
unit, writes data into the cache.

4. The disk array control apparatus according to claim 1,

further comprising:

a cache control unit which controls whether data is written
into the disk medium or the write cache, wherein the disk
control unit, based on a control of the cache control unit,
writes into the disk medium or the cache.

5. The disk array control apparatus according to claim 1,

wherein,

said disk control unit writes the at least part of the recovery
data into the disk medium in the case where there is no
access from the host controller.

6. A disk array apparatus comprising:

a plurality of disk apparatuses comprising,

a disk media which stores data, and

a write cache which temporarily stores the data which is
stored into the disk media; and

a disk control apparatus comprising,

a host interface unit which receives the write data from a
host controller,

arebuild control unit which controls rebuild processing for
creating recovery data and writing the created recovery
data into the disk media, and

a disk control unit which instructs a disk apparatus which
includes the disk medium and a cache to write the write
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data which is received from the host interface unit into
the disk medium included in the disk apparatus, and
instructs the disk apparatus to write at least a part of the
recovery data which is created based on the control of
the rebuild control unit into the write cache included in
the disk apparatus.

7. A disk array control method comprising:

receiving write data from a host controller;

writing, using a disk apparatus comprising a disk medium
and a write cache, the write data from the host interface
unit into the disk medium;

creating recovery data; and

writing, using the disk apparatus, at least a part of the
created recovery data into the write cache.

8. A computer readable medium embodying a program,
said program causing a disk array control apparatus to per-
form a method, said method comprising:

receiving write data from a host controller;

writing, using a disk apparatus comprising a disk medium
and a write cache, the write data from the host controller
into the disk medium;

creating recovery data; and

writing, using the disk apparatus, at least a part of the
created recovery data into the write cache.

9. A disk array control apparatus comprising:

a host interface means for receiving the write data from a
host controller;

a rebuild control means for controlling rebuild processing
for creating recovery data and writing the created recov-
ery data into a disk medium; and

a disk control unit which instructs a disk apparatus which
includes the disk medium and a cache to write the write
data which is received from the host interface unit into
the disk medium included in the disk apparatus, and
instructs the disk apparatus to write at least a part of the
recovery data which is created based on the control of
the rebuild control unit into the write cache included in
the disk apparatus.

#* #* #* #* #*



